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ABSTRACT

Augmented and virtual reality have the potential to improve various
aspects of everyday life such as tourism. An elementary part of
tourism is the organization and execution of guided city tours. In
case of tours for virtual cities, such as in the case of no longer
existing ancient settlements, a combination of augmented and virtual
reality may render high benefit for collaboration between guide
and visitors. Immersive technology has been shown suitable for
collaborative systems by previous research, as they can provide a
better experience than other technologies. However, recent literature
analyses showed that there is a lack of research regarding the role
of augmented reality supporting the active/leading user role in such
scenarios. Usually, augmented reality is used for the users who
are passively experiencing the virtual environment and not for the
one controlling it. However, we think that augmented reality has a
large potential to improve the workflow of such a primary user. To
investigate this research question, we present a collaborative system
in this work, which implements a virtual city tour. In this system,
the guide is using augmented reality and the visitor is immersed in
the virtual city using virtual reality glasses. To implement a valid
research prototype, the system has been developed in close feedback
with experts in the field of guided city tours.

Index Terms: augmented reality—virtual reality— mixed reality—
—virtual city tour—guidance—tangibles asymmetric—collaborative
virtual environment—

1 INTRODUCTION

Collaboration using mixed reality technologies gained great popu-
larity in recent years. These technologies can help distributed team
members to collaborate on a task without sharing the same physical
environment [6]. In addition, these technologies can enhance the
collaborative work environment with shared virtual content [16]. A
virtual environment, in which multiple users are collaborating is
also called “collaborative virtual environment” (CVE) [5]. Based on
the user roles, a CVE can further be classified as an symmetric and
asymmetric CVE, as defined by Feld & Weyers [7] and Ens et al. [6].
In a symmetric CVE, every user has the same role and thus has the
same amount of authority over the environment as well as contribute
a similar amount of information. Instead in an asymmetric CVE,
one user role, called “primary” in this work, has a higher author-
ity over the virtual environment and contributes most information.
In contrast, a “secondary” user role only has minor authority and
contributes a smaller amount of information. A typical asymmetric
CVE is a telemaintenance system, where a remote expert (primary)
is guiding a technician on site (secondary) through a maintenance
task [11]. Here, the technician is in a more passive role due to the
collaboration as she/he is only performing the task she/he is guided
through by the primary expert.
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In a literature study [7], Feld & Weyers identified a lack of re-
search for systems, in which the primary is using augmented reality
(AR) in asymmetric CVE. They mostly found examples of the sec-
ondary users using AR and the primaries using a common desktop
environment [8] or a virtual reality (VR) system [12]. This leads
to the question if there is a reason why and if the primary could
also benefit from using AR in such a system. Therefore, the main
research question is: “Can AR support a primary in a asymmetric
CVE?”

While this work does not aim at answering this research question
wholly, we present ongoing work including the development of a
prototype, which should allow further research in this area. There-
fore, we applied a user-centred development process to create this
prototype of an asymmetric CVE for a virtual city tour. In this
process, we formulated four hypotheses based on results of a first
online survey and then further investigated these hypotheses with a
(semi-)structured interview. In the system, the guide is taking the
primary role to provide information to the visitors interactively. In
contrast, the multiple visitors take the secondary role and are using
virtual reality to visit a virtual city model of the ancient German
city Trier [17]. The conducted empirical research indicates a certain
benefit for city guides using AR to conduct virtual city tours, as AR
and VR could improve the experience in such scenarios [13]. The
presented prototype represents the second design iteration, where
all prototypes have been qualitative evaluated in (semi-)structured
interviews and online surveys as mentioned above.

The rest of the paper is structured as follows. Based on related
work (section 2) and a preliminary study (section 3.1), we first define
design requirements for the prototype in section 3.2. In consideration
of these requirements, we then present our system design and the
prototype implementation. For the evaluation of the prototype as
part of the user-centered design process, we first conducted an online
survey followed by a (semi-)structured interview with experienced
city tour guides (see section 4). To conclude our work in progress,
we discuss the results of the evaluation and possible future work in
section 5.

2 RELATED WORK

Using AR and VR in collaborative scenarios is a common topic in
AR/VR research and, because of technology advances in the last
years, it reached a state where current and future work can focus on
nuances of collaboration rather than on technical difficulties [6]. The
“Studierstube” system from Szalavari et al. [16] already proposed a
symmetric CVE using AR to allow interactive scientific visualization
in 3D for multiple users. AR was implemented with head-mounted
displays (HMDs), which were tracked by an extra tracking device
attached to the HMDs. A physical pen and panel were also tracked
and augmented to allow an intuitive interaction with virtual objects.
In a study, they concluded that this 3D exploration and manipulation
of the 3D scientific visualization is superior to the typical 2D desktop-
and-mouse interaction for working with these models collaboratively.
A crucial part of this work is the AR-based augmentation of the pen
and the panel, which led to an intuitive interaction with the system.
Therefore, we designed our system using augmented physical objects
as interaction props (i.e. tangibles [1]) to interact with the virtual
environment.



Figure 1: Overview of the prototype: The guide (left), her/his view (middle) and the view of a visitor (right).

One of the few asymmetric CVEs using AR for the primary is
the “Dollhouse VR” system presented by Ibayashi et al. [10]. In
their work, they implemented a prototype that allows the collab-
orative architectural design of a virtual room using AR and VR.
The primary in this system is using an augmented table to view the
virtual room from above in 2D (also called “tabletop” AR). The
secondary is using VR to immerse herself/himself into the virtual
room observable by the primary on the augmented table. A camera
inside the augmented table allowed the creation of the illusion of
a see-through ceiling inside the virtual room, which allowed the
secondary to see the primary. Together, they were then able to
communicate and redesign the room on their liking by interacting
with the furniture. The primary was also able to interact with the
furniture and re-position it using the touch-sensitive surface of the
augmented table. Such manipulations were visualized to the sec-
ondary by a giant hand inside the virtual room. Their study showed
that the system allows to redesign a virtual room intuitively and that
it works as a communication medium between the users. However,
they used a 2D tabletop AR implementation, which provides almost
no immersion to the primary into the virtual room. This resulted
in difficulties to perceive gestures and mimics of the other users,
especially having eye contact or pointing in 3D. This inspired us to
design and implement functionality in our system that enables the
primary to engage with the secondaries on eye-level by allowing the
primary to fully dive into the virtual city of the secondaries.

An example of a symmetric CVE in the setting of tourism re-
spectively virtual museums is the “Lighthouse” system presented by
Brown et al. [4]. This system allows multiple users to visit a museum
simultaneously with three different technologies. The user can either
visit the real museum with a PDA, a virtual copy of the museum in
VR or visiting a web version of the museum using a browser. One
requirement set by the authors was that all users must be able to talk
to each other, share their position and orientation in the museum,
and have a “common information space” as defined by Schmidt &
Bannon [15]: a shared (virtual or physical) space that provides nec-
essary information resources for the users to collaborate. Their study
showed that the participants were able to interact collaboratively in
the museum and enjoyed the social engagement. Furthermore, this
work showed that a crucial part of visiting a museum is the pres-
ence of the other users collaborating with. They stated that while
the users were aware of the other users’ position and orientation,
gestures were poorly supported by their system, but are important in
a CVE. Therefore, we require our system to display other users in
a way that supports gestures to make the communication between
users easier.

In summary, we identified the following aspects in related work:
1. It is beneficial to use real, augmented objects for an intuitive
interaction with the virtual environment. 2. It is vital for the primary
to be able to immerse herself/himself into the virtual environment of
the secondary. 3. Visually representing the other users is essential

for collaboration.
These points were thoroughly considered for the design of our

prototype as described below.

3 SYSTEM DESIGN

3.1 Preliminary Study
In a preliminary study1, a predecessor of our prototype was imple-
mented and evaluated in a semi-structured interview. The AR part
of the system for the primary was implemented with an ordinary
smartphone, such that the primary constantly looked through the
smartphone to see the augmented content. The primaries working
space was designed to be her/his regular office desk. Via an aug-
mented wooden shovel, she/he was able to view a section of the
virtual city as a miniature on the desk, also called “mini-warpzone”.
The mini-warpzone was always centred around the current secon-
daries she/he was watching at. The focused secondary could be
changed using an augmented physical paper map. The map showed
the current secondaries present in the virtual city. They were ren-
dered at their actual position in the virtual city. Executing a “pickup”
metaphor with the wooden shovel, the primary was able to select a
secondary. The selected secondary then got attached to the wooden
shovel and the section of the virtual city around the secondary gets
displayed in the mini-warpzone. When selected, the primary could
show additional content to the secondary by using additional aug-
mented wooden chips as tangibles. By selecting one of these wooden
chips by clicking on the chip’s representation on the smartphone
touchscreen, she/he could select a 3D model to be displayed on the
chip. Furthermore, the primary could interact with various objects.
By clicking on them when shown in the smartphone screen, she/he
could either show a text, play a video, or highlight the object to the
secondary.

In the evaluation of this system as semi-structured interview, first,
the participants had to perform a predefined tour in the primary’s
role followed by the interview with the experimenter. The group of
participants consisted of students from an HCI course and colleagues
from the authors’ research group. The secondary was played by the
experimenter. After finishing the task, the participants answered
a set of questions about the system’s usability in the form of an
expert interview. The results of this interview suggest the following
assertions.

All participants saw potential in the system and its design, but
stated that the current implementation was too flawed to enhance the
workflow in comparison to a typical desktop environment without
the usage of AR. Regarding the usage of AR, they saw potential,
as they could “better assess the behaviour of the user, because I
[the participant] am more immersed”, as one participant stated. The
major downside of the prototype was the usage of the smartphone.
Because the primary always had to hold the smartphone with one

1https://arxiv.org/abs/2101.02565



hand, she/he could only interact with the system with the other hand.
“I see a big disadvantage in the mobile phone ...” and “... I think two
[free] hands are clearly superior” were common statements. Further,
the small screen of the smartphone provided a tiny interaction area
to the primary so that “the buttons are close to each other”, which
made it difficult to interact with the 3D models. Some participants
stated that they also had difficulties seeing where the secondary was
looking at and suggested some visualized view cone.

3.2 Concept

The results of our preliminary study and the suggestions from related
work led to a set of design requirements for our prototype. By
addressing these design requirements, we aim at a prototype that
should allow further research regarding the main research question.
The design requirements are:
DR 1. Communication: 1. The primary and secondaries need to
communicate. 2. The primary needs to see the secondary and her/his
virtual environment. 3. The primary needs to steer the attention of
the secondary towards certain points of interest. 4. The primary
must be able to engage the secondary on eye level.
DR 2. Interaction: 1. The primary needs to interact and manipulate
the CVE in a intuitive and efficient way. 2. The primary needs
to show additional information to the secondary. 3. The primary
needs to use AR. 4. The primary needs to potentially switch between
multiple secondaries. 5. Any context switches must be intuitive and
non intrusive.
DR 3. Navigation: 1. The secondary needs to freely move inside the
CVE. 2. The primary needs to interact with the secondary regardless
their position in the environment. 3. The primary must be able to
guide the secondary to a location.

Based on these design requirements, a concept for the prototype
was developed. One major aspect was again using AR due to DR
2.3. In addition, the prototype should use an HMD to project the
augmented content such that we reach a high level of immersion.
Furthermore, an HMD does not require any further handling once
mounted, it is non-intrusive (compared to a smartphone), and allows
the primary to use both hands to interact with the system. The sec-
ondary is using full immersive VR to engage in the system (creating
a motivational learning experience [2]) and tracked controllers for
navigation (meeting DR 3.1).

In the preliminary study, the only option for the primary to inter-
act with the secondaries was via the pickup shovel. However, as we
aim at making interaction and manipulation as intuitive and efficient
as possible, a more direct and precise interaction with the secon-
daries was necessary. Therefore, we added a new virtual working
space (VWS) the primary can switch to. In this VWS, the primary
can enter the virtual city in real scale, which means that the primary
gets fully immersed in the same virtual city as the secondary. Once
entered, the primary can freely move in (via physical walking and
steering using a bluetooth controller), as well as interact with the
virtual city and the secondaries directly (DR 1.4). This newly added
VWS will be further called “warpzone”. Therefore, the primaries
desk, now called “deskzone”, is used to provide an overview over the
whole virtual city, while the warpzone should allow the primary to
engage with the secondaries directly on eye level. As stated above,
the switches between these VWSs are a crucial part due to user
experience and, thus, should be intuitive and easy to perform (meet-
ing DR 2.5). Therefore, the deskzone and warpzone are physically
separated. The deskzone is defined as an area around the desk, and
the warpzone is everything around this area as shown in figure 2.
Now, the primary only has to physically walk out of the deskzone
into the warpzone and vice versa to switch between these two VWSs.
The mini-warpzone from the preliminary study is still present on
the primary’s desk and bound to the same wooden shovel (DR 1.2).
However it is no longer bound to a specific secondary and does not
move with her/him anymore. Instead, the primary can change the
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Figure 2: Draft of the physical separation between the deskzone
and the warpzone

Figure 3: Guiding the secondary via the augmented map

section of the virtual city displayed by using the analog stick of the
already mentioned bluetooth controller. Regardless the current VWS
the primary is currently in, she/he can always communicate with the
secondaries via a voice chat (DR 1.1).

To display additional information for an object in the virtual city,
the primary can interact with an object via a radial menu. Therefore,
a small orb hovers above each object the primary can interact with.
When the primary grabs this orb, various functions as 3D objects are
displayed around the orb (see figure 1). When the primary moves the
orb inside one of these objects after performing a grab gesture and
subsequently releasing it, the corresponding operation is selected
and executed. By the usage of hand tracking, we meet DR 2.1. The
currently implemented functions in our prototype are: displaying
text, displaying a video and highlighting the object, which meets
DR 1.3 and DR 2.2.

The augmented map as used in the preliminary study is also
implemented in the current prototype. However, the primary cannot
pick up a secondary, as the mini-warpzone is not bound solely to
a secondary anymore. Each secondary and the mini-warpzone are
displayed as a schematic representation on the map at their actual
location in the virtual city. Above each representation, similar to the
interactable objects, a small orb is hovering. By grabbing the orb of
a secondary and releasing it above another location of the virtual city,
a green arrow gets displayed in the view of the secondary to guide
her/him to that selected location as seen in figure 3. When grabbing
and releasing the orb of the mini-warpzones representation, the
shown section of the virtual city by the mini-warpzone gets moved
to this new location. Using this method, the primary can guide a
secondary through the city (DR 3.3) and move the mini-warpzone to
another location as needed, for example to another secondary (DR
2.4 and DR 3.2).

To create additional objects in the virtual city, the primary has



(a) Selecting a model for an augmented chip

(b) Creating a new model with a augmented document

Figure 4: The selection and creation of new objects with the aug-
mented wooden chips and augmented documents.

two options: Using augmented documents, which mimic normally
used material of city guides, or small augmented wooden chips
as tangibles. For the latter, the primary can bound objects (see
figure 4a for all available objects) to them using the same orb-based
radial menu as described above. A bound object then gets spatially
registered to and displayed on top of the wooden chip. By grabbing
this new object, the primary creates a copy of it, which she/he can
then take into the warpzone to show it to the visitors, as shown in
figure 4b. Each user can now grab this model to view it from any
angle. The augmented documents are almost identical to the wooden
chips, with the exception that they cannot be generically used. For
example, one augmented document used in the study was a printed
Wikipedia page of the Porta Nigra. Thus, the only model to be
displayed is a model of the Porta Nigra on top of that document.
By grabbing it, the primary can create a copy of it and use it as
described above. Hence, the model selection via the radial menu is
not present for the augmented documents.

The prototype was implemented with the Unity Engine 2019.4.
As AR HMD for the primary, a Hololens 2 including hand tracking
for all free hand interaction techniques was used. As VR headset,
we used the Oculus Quest including controllers. The Networking
between the users was implemented with the Photon Engine - Library
2.18 and the image tracking for the tangibles with the Vuforia Engine
9.6.3. The videos of the online-survey, which are describing the
setup in more detail can be found here: https://doi.org/10.
5281/zenodo.4428762. Please note that these videos are only
available in German language.

4 EVALUATION

For the evaluation of the prototype, we decided to investigate each
element separately. In addition, the corona pandemic prevent us from
conducting a laboratory study. To cope this problem, we first created

an online survey. Based on its results, we formulated four hypothesis,
which were further analysed due to relevance in a (semi-)structured
interview with experienced city tour guides. This interview also
revealed first promising insights regarding usefulness and relevance
of the prototype for virtual city tours.

4.1 Online Survey
The online survey covered five sub questions related to the various
elements (i.e. augmented map, tangibles, etc.) of the system design:

1: Is the setup with the separation of warpzone and deskzone easy
to understand?
2: Are the mini-warpzones easy to understand and easy to use?
3: Does the augmented map provide an overview of the virtual city
and an efficient way to handle the secondaries and the
mini-warpzones?
4: Does the warpzone provide an intuitive way to directly interact
with the secondaries?
5: How does this virtual city tour compare to a real city tour?

After watching a video showing and describing each of the pro-
totype’s elements, participants were asked to rate various usability-
related items (e.g. complexity, difficulty and inconvenience) on a 5
point Likert scale for each sub question listed above.

The survey was sent to private and professional contacts. In
addition, we were able to contact experienced city tour guides via
the tourist information of the city Trier. 31 participants filled out
the survey. The participants were 54.8% female, 45.2% male and
0% diverse or gave no information and were between 22 and 78
years old (M = 44.0 years, SD = 16.5). Most participant (93.5%)
fully (61.3%) or rather agreed (29,0%) that the videos helped them
to understand our prototype. Also these results may imply that
most participants had a good understanding of the prototype, we are
confident that only from watching videos, participants neither fully
grasp the prototype nor could reliably rate its usability. However, the
survey was planned to formulate hypotheses regarding the usability
of the prototype as an element of answering the overall research
question.

The results indicate that the separation between the deskzone
and the warpzone may increase the efficiency of the primary by
providing an overview of the virtual city. In addition, it may offer
the opportunity to directly approach a secondary and design the
transition as intuitive as possible. Therefore, our first hypothesis
reads:

(H1) The physical separation of multiple different VWSs and an
intuitive transition between these enhances the workflow of the pri-
mary to both interact directly with a secondary and get an overview
over the whole virtual city.

This also relates the answers we received regarding the mini-
warpzones, which led us to the indication that the concept of the
mini-warpzones does not need a redesign. In this context, the usage
of tangibles for creating new objects was also well received. This
led to our next hypothesis:

(H2) The usage of tangibles does support the primary on inter-
acting with the system, as well as interacting with a secondary.

The augmented map was the most prominent physical object,
which was augmented with virtual objects. Based on the results
of the survey, we think that linking the functionalities of both the
real map (getting an overview) and the virtual objects (interacting
with a secondary or a warpzone) can improve the intuitiveness of
the system, which leads to the hypothesis:

(H3) Combining functionalities of real objects with functional-
ities of virtual objects via augmentation leads to a more intuitive
and efficient way for the primary to guide a secondary and get an
overview over the virtual city.

Regarding the differences between the tangibles and the aug-
mented documents, there was no clear indication that the separation



between these two is necessary. However, considering the context
of the online survey, we see need to evaluate this aspect further.

The evaluation of the overall system indicates that while the
participants see potential, some argued that it is not an alternative
for typical city tours in the near future. This leads to the hypothesis:

(H4) A realistic presentation of the virtual city has an impact on
the acceptance of the virtual city tour.

The collected data and, thus, the hypotheses set up above have a
few limitations. As already mentioned, the participants were only
able to watch prerecorded videos of the prototype and, thus, could
not try the prototype hands-on. Further, the data was collected in an
uncontrolled environment.

4.2 (Semi-)structured Expert Interview

To address these issues, we invited 10 experienced city tour guides
(50% male, 50% female) and conducted an expert interview to fur-
ther evaluate the hypotheses and to gain further feedback regarding
the quality of the prototype. The interview combined structured
(using a 5 point Likert scale-like questionnaire) and semi-structured
(pre-defined questions with open answers) elements. Each invited
city tour guide received an introduction to the prototype by the ex-
perimenter and got time to get familiarized with the prototype hands
on. After the introduction and some free time, a short virtual city
tour was reenacted. By performing a set of tasks, all elements of the
prototype are used again by the participant following a predefined
schema. Two examples of tasks are “Convey information about the
old Porta Nigra to the visitor. Use media content to do this.” or
“Guide the visitor to the Horrea.”. These tasks were explicitly formu-
lated without the keywords like “augmented map” or “radial menu”
to not influence the participant which tools should be used to solve
the task. During the introduction, familiarization and task execution
phase, the experimenter played the role of the secondary. To regard
physical and mental fatigue, we decided for a maximum time limit
of two hours for each participant in total. The whole interview was
conducted in German language.

After finishing all tasks, we asked the participants (in the struc-
tured part of the interview) various questions about their experience
with the prototype and their opinion in regards to the hypotheses we
formulated. In case the participant agreed, the whole interview was
audio recorded such that every comment and statement was captured
and could be transcribed. Hypotheses H1, H2, and H3 combine vari-
ous sub-hypotheses and had to be separated to be better addressable
in the interview. Each of these sub-hypotheses were addressed by
one structured question in the interview, which was answered by
means of five items, answered on a 5 point Likert-scale each. The
items were inspired by the system usability scale (SUS) [3]. As an
example, figure 5 shows the results addressing H1, which was split
into four different questions. This procedure was repeated for H1 to
H4, which resulted in nine questions (H1: four, H2: two, H3: two,
H4: one). In addition to the nine questions, we asked for possible
alternatives to our concept of two VWSs and regarding the metaphor
to switch between them, the usability about the radial menu, and
missing interactions with the objects and the visitors.

3 of the 10 participants were left out of the results, as either
to many technical problems occurred or the time limit did not al-
low for the reenacted virtual city tour. However, their comments
and statements were still taken into account excluding the feed-
back on the nine hypotheses related structured questions. The
questions and the comments from the participants were translated
into English by the authors. Further, the results of each negative
item unnecessarily complex, inconsistent and cumbersome were in-
verted in each figure to match the color connotation. These items
were marked with a (not). The complete online survey and the
(semi-)structured interview together with the results can be found
here: https://doi.org/10.5281/zenodo.4455393.

Figure 5 shows the answers of the four usability questions about

What do you think of the division into Warpzone and Deskzone in terms of
interaction with a visitor? The division makes interaction with a visitor ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

What do you think of the division into Warpzone and Deskzone in terms of the
overview of the virtual city and its visitors? The division makes maintaining an
overview ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

What do you think of change by walking in terms of interaction with a visitor?
The change by walking makes the interaction with a visitor ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

What do you think of the change by walking in terms of the overview of the
virtual city and its visitors? The change by walking makes maintaining the
overview ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

strongly agree rather agree partly agree rather not agree strongly disagree

Figure 5: Usability of the separation into two VWSs. (H1)

H1 regarding the separation into two VWSs and the transition via
walking. Especially the results for the ”easy to perform” and ”quick
to learn” items indicate a tendency to high usability for the workflow
with two VWSs. Some participants stated that they had difficulties
to orient themselves after the switch into the warpzone and that
the workflow is a bit complex and cumbersome to use. While the
results for the inconsistency indicates a shift to a high usability, we
do not interpret these results, as many participants stated they had
difficulties to understand what inconsistency means, even after an
explanation by the experimenter. Therefore, we see potential in this
hypothesis to guide future research in terms of the general research
question.

The results of items addressing H2 are similar to the results of H1,
as seen in figure 6. The responses for “easy to perform” and “quick to
learn” are promising regarding a high level of usability. However, a
few participants did strongly, rather or partly agree that the workflow
using tangibles are unnecessary complex and cumbersome. We
speculate that the agreement of the “cumbersome”-statement is a
result of frequently lost tracking of the tangibles due to technical
reasons or occluded markers by participants. However, the idea of
using physical props to interact with the system was well received,
which was also supported by the participants’ statements during
the introduction and the reenacted city tour. This indicates that,
after enhancing the tracking of the tangibles, H2 could still help
us answering our main research question, and therefore we want to
further investigate H2 in the future.

When we asked whether replacing the real city map with a virtual



(H2) What do you think about using real objects (e.g. wooden shovels and real
documents) to interact with the system? Using real objects to interact with the
system is ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

(H2) What do you think about using real objects (e.g. wooden shovels and real
documents) to interact with the visitor? Using real objects to interact with the
visitor is ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

(H3) What do you think about guiding a visitor through the Augmented Map?
Guiding a visitor through the augmented map is ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

(H3) What do you think of the Augmented Map to get an overview? Getting an
overview with the Augmented Map is ...

... (not) unnecessarily complex
... easy to perform   

... (not) inconsistent 
… (not) cumbersome

... quick to learn 

0% 25% 50% 75%

strongly agree rather agree partly agree rather not agree strongly disagree

Figure 6: Usability of the tangibles (H2) and the augm. map (H3).

map would have any positive or negative impact on the workflow,
57.1% stated it would have no impact and 28.5% that it would
make the workflow easier. Only 14.3% think the workflow would
be more difficult. This indicates that a rejection of H3 could be
possible, as the combination of the real map with the virtual objects
was not well received. However, the function of the real map was
just gaining an overview and, thus, had no active role. Therefore,
this hypothesis could be evaluated with a more active role of the
map, which could be gained by including additional functionality
for the passive objects in the scenario. The results of the usability
questions, as seen in figure 6 indicate a high usability of the virtual
functionalities of our prototype. Therefore, we think that the role in
the virtual environment of the map is useful, however the role in the
real environment is to passive to either accept or reject H3.

In the online survey, many participants stated that a realistic
representation of the virtual city is essential to an acceptance of
the city tour, as the visual representation seem to have an impact
on the presence in a VE [9]. However, results gained in the (semi-
)structured interview were not so clear. With two participants each
stating ”rather yes”, ”part-part” and ”rather no” and only one stating
”yes very”, no clear indication for a potential rejection or acceptance
of H4 can be expected. In addition, many participants suggested the
alternative setting of a merged virtual city tour: a real city tour gets
enhanced by virtual objects. Thus, the visual representation of the
virtual city is not as important as in our setting and these participants
stated that they answered this question in regards to this merged
setting and not in terms of our virtual city tour setting. Furthermore,

the representation of other users was indicated to be too simple in
our prototype. The participants referred to missing facial expression
and gestures from both, the guide and the visitors, which is necessary
for a successful communication between the users.

Regarding the separation of the two VWSs, all participants stated
that they think the separation into two VWSs is useful. However,
six participants either suggest to merge the two VWSs into the
same physical space or change the VWS switch to a less physical
metaphor. They argue that this would make it less tedious to perform
a complete city tour in its full duration. However, other participants
stated that they would like to keep these physical movements, as it
would keep the primary more engaged during the virtual city tour.

When asked about possible alternatives to the two VWSs, two
participants suggested to attach the deskzone to the primaries body
like a hawker’s tray, which would make a switch between the VWSs
unnecessary. However, the concept of tangibles has to be redesigned
when no physical desk is present anymore. An augmented real
hawker’s tray could be a solution, similar to the work by Pham &
Stuerzlinger [14].

5 DISCUSSION & FUTURE WORK

The prototype is work in progress. Therefore, we can not make
any final statements about the initial research question. Further, all
statements about the hypotheses are not backed up with a quantitative
study, which is the main downside we want to address in future
research. Further the measuring scales could be adjusted to lead
to more conclusive results. However, we conclude that the online
survey followed by the (semi-)structured interview helped us to get a
picture about the various aspects of such a system and the needs of a
potential virtual city tour guide and lead to potential future research
guided by the investigated hypotheses.

For H1, the results and the comments of the experts indicate
to further investigate the usage of multiple VWSs, specifically the
aspects of separation and transition, as we think that H1 could be
accepted by further quantitative empirical research. We suggest
to evaluate multiple types of VWSs and various separation and
transition metaphors. As an example the suggested “hawker’s tray”
could be a valid alternative to our approach of separating the VWSs
physically.

After the (semi-)structured interview, we still think that further
research on using tangibles could lead to an improved experience for
the primary and offer insight due to H2. However, many technical
issues have to be solved with a focus on the identified tracking
issues. One possible solution could be to use three dimensional
objects rather than just flat wooden chips. This could not only
improve the usability, as they are easier to grab, but also improve
the tracking as they can be tracked from multiple angles.

The results for H3 indicate that future quantitative studies may
lead to rejection of this hypothesis. However, the augmented phys-
ical map had no active role, which may have cause this feedback.
Therefore, we suggest to change the hypothesis to: Combining active
roles of real objects with active roles of virtual objects via augmen-
tation leads to a more intuitive and efficient way for the primary to
guide a secondary and get an overview over the virtual city.

Finally, H4 seems to be adapted as well, as the results indicate
that an unrealistic representation of the virtual city may only have a
negative impact in case of a full immersive virtual city tour. Many
participants suggested the setting of a mixed city tour and stated that
a realistic representation in such a system would be not as important.
This leads to our suggestion to reformulate H4 into: A realistic
presentation of the virtual city has an impact on the acceptance of
the virtual city tour in a fully immersive virtual city tour.

We think that the proposed setting of the mixed virtual city tour
is an interesting idea but differs significantly from our work. To
prevent a full redesign, we first want to keep the setting as it is and
evaluate the hypotheses with the prototype in future work.
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